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Evaluation of a programme
 Programme:   policy intervention aiming at 

changing a given condition or behaviour 

 Question:   has the programme been effective? 
(impact evaluation)

 Problem:   disentangle the effect of the program 
from other effects (e.g. the natural evolution of 
the phenomenon)
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Three aspects of a programme
For example, a training programme for unemployed 
people

 Target population (of persons, firms…)
◦ unemployed people residing in Tuscany

 Treatment (intervention)
◦ training programme consisting in 30 hours of lessons 

+ a stage

 Outcome [often several outcomes are relevant]

◦ duration of unemployment
◦ wage
◦ …

3



Difficulties in the evaluation
 The effect of the programme is confounded 

with other effects 
◦ natural evolution of the phenomenon
◦ differences between treated and untreated subjects 

unrelated to the programme

 Heterogeneity in the response of subjects
◦ the programme could be beneficial for young people 

and ineffective for the elderly

 Heterogeneity in the implementation of the 
policy
◦ courses offered in Florence could be different from 

those offered in Pisa
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Causal effect:  definition
 Evaluating the impact of a programme entails to 

ascertain if the intervention actually is the cause
of what we observe

 Potential outcomes:   for each unit (person, 
firm …), before the treatment is assigned there 
are two possible outcomes:
◦ Y(treated) = outcome if treated
◦ Y(untreated) = outcome if not treated (‘control’)

 Causal effect:   for each unit, it is a comparison 
between the two potential outcomes, usually 
the difference   Y(treated)-Y(untreated)

5



Causal effect:  example
 Let us consider an intervention aimed at 

increasing wages of workers
 Suppose Mario Rossi has the following 

outcomes
◦ potential outcome if treated =15 euros/hour
◦ potential outcome if not treated =13 euros/hour
 Mario Rossi’s causal effect=15–13 = 2 euros/hour
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Causal effects at the individual level 
cannot be estimated …
 Each unit is either treated or untreated, thus 

one potential outcome is observed and the 
other one is missing

 The causal effect for any given unit cannot be 
estimated since one of the two outcomes is 
missing by definition,  namely it is a 
counterfactual
◦ if Mario Rossi is assigned to the intervention, the 

outcome under treatment is observed (it is 15), 
whereas the outcome under no-treatment cannot be 
observed, it is a counterfactual (no hope to know it) 
 the casual effect for Mario Rossi is not observable 
because 15 - ? = ?
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… but causal effects at the 
population level can be estimated
 The average causal effect for a population can 

be estimated: we need a population where 
some units are treated (treatment group) and 
other units are untreated (control group) 
under certain assumptions, the difference in the 
average outcome in the two groups is a valid 
estimate of the average causal effect
◦ we cannot estimate the causal effect for Mario Rossi, 

but we can estimate the average causal effect for a 
population of workers (provided we have data on two 
groups of workers: a group of workers assigned to 
the intervention,  and a group not assigned)
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Counterfactual causal inference
 The key of the counterfactual (or potential 

outcomes) approach is that we can estimate an 
average causal effect on a population by 
constructing  appropriate counterfactuals (i.e. 
the missing potential outcomes)

 The main difficulty is the selection bias: units in 
the treatment group may be systematically 
different from units in the control group even 
before the intervention
◦ e.g. unemployed people who choose to enrol in a 

training course are usually different from those not 
enrolling in terms of age, education, ability, motivation
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Selection bias and identification
 Selection bias implies that the treatment group and 

the control group are systematically different even 
before the intervention

 In a formula,    D = E + S
◦ D = observed average difference in the outcome between 

treated group and control group
◦ E = true causal effect (average difference in the outcome 

due to the treatment)
◦ S = selection bias (average difference in the outcome due 

to selection)

 To estimate the causal effect E, we need a method 
to eliminate S (so called ‘identification strategy’)
◦ most techniques are devised to yield S0, so that DE 

(namely, the causal effect is approximately equal to the 
observed difference) 10



Identification strategies
Selection bias can be eliminated or reduced by
 Design (how data are collected)
◦ Randomised experiments

 Methods of analysis (how data are analysed)
◦ Matching, e.g. propensity score matching
◦ DiD (Difference-in-Differences)
◦ RD (Regression Discontinuity)
◦ Instrumental variables

11



Randomised experiments
 The ideal strategy: if the treatment is assigned at 

random the treated and untreated groups do 
not have any systematic difference  the 
selection bias is S0

 Limitations:
◦ Unfeasible in some cases (e.g. incentives to depressed 

areas)
◦ Ethical issues
◦ Careful planning, expensive implementation
◦ The experiment may change the behaviour of the 

units (so called ‘randomisation bias’)
◦ Non-compliance, missing responses
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Source: European Commission, Design and commissioning of counterfactual 
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Methods for non-experimental data

 Randomised experiments are rare in the social 
sciences

 Therefore, we need methods for non-experimental 
data (also called ‘quasi-experimental data’, or 
‘observational data’) that essentially seek to mimic 
randomisation

 In non-experimental settings a unit is treated or 
untreated depending on unknown factors out of 
the control of the analyst, usually including a free 
decision of the unit itself

 We say that a unit is ‘selected into treatment’ when 
such a unit has entered the treatment, regardless of 
the reasons
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Matching
 Treated and untreated units may be different due to
◦ Selection on observables, i.e. the selection into treatment 

depends on observed characteristics (e.g. age, education)
◦ Selection on unobservables, i.e. the selection into treatment 

depends on unobserved characteristics (e.g. ability, motivation)

 Matching methods aim at building a control group that 
is similar to the treatment group for all the observed 
characteristics  the selection bias due to observables 
vanishes

 Usually, the matching is based on the propensity score
propensity score = probability that any given unit is selected 
into treatment, expressed as a function of observed 
characteristics

 Key assumption: selection into treatment is driven solely 
by observable characteristics (selection on observables)
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The process
is essentially 
repeated until 
every treated case 
is matched to an 
untreated
case within the 
region of common 
support. 
The ‘nearest 
neighbour’ to any 
member of the 
treatment group is 
the control group 
observation with 
the closest 
propensity
score. Once two 
groups have been 
formed, mean 
results can be 
compared
in order to obtain 
an estimate of 
impact.



Difference-in-Differences (DiD)
 The DiD method can be used when the outcome 

variable has been measured before and after the 
intervention for both the treatment group and the 
control group
◦ Before intervention (time 1):  D(1) = S(1)
◦ After intervention (time 2):    D(2) = E + S(2)
◦ DiD: D(2) – D(1) = E + [S(2) – S(1)]
◦ If the difference due to selection bias is constant, i.e. S(2) = 

S(1), then   D(2) – D(1) = E

 The DiD method accounts for selection on 
observables (by using matching or regression) and 
it also accounts for selection on unobservables, as 
long as their effect is time-constant
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YC1= outcome of 
control group 
before treatment

YT1= outcome of 
treatment group 
before treatment

YC2= outcome of 
control group after 
treatment

YT2= outcome of 
treatment group 
after treatment

DiD = 
(YT2 -YC2) - (YT1 -YC1)
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